Introduction

The following literature review provides insight into the existing works involving the medical imaging and machine learning, dose-related noise in CT and how these have been combined. It begins by providing context in lung functional analysis with both deterministic and data-driven methods. The description, simulation, and removal of noise in X-Ray and Computed Tomography are then discussed. Gaps in this literature are then stated, and the relevant end-to-end architectures are reviewed.

Automatic Lung Functional Analysis

Automatic Lung Functional Analysis is a well-established area of study. With the recent explosion of applied machine learning research, the area has seen significant progress. [3] is an excellent example of this. It analyses a few hundred papers published in 2021, that used machine learning to diagnose COVID-19. The paper [3] focusses on investigating the clinical relevance of the reviewed research papers, finding that none of them were clinically applicable for various reasons. It also provides common pitfalls and recommendations going forward specifically in the realm of automatic lung functional analysis. This is particularly relevant, in terms of how the model designed in this thesis will be developed and assessed. The number of papers reviewed in [3] demonstrates how current the study area is, and thus how important it is to critically investigate the metrics and methods used.

Generally, the approaches to this type of problem can be categorized into 1) deterministic and 2) data-driven methods. The term “deterministic” is used to refer to direct, computational methods such as those in classical computer vision, where a given input image will always provide the same output, while “data-driven” refers to models involving machine-learning-type models built from training data.

Deterministic Methods

Earlier models, such as those described in [4] and [5] provide examples of deterministic methods for lung segmentation and analysis. While [5] is more focused on the segmentation step, [4] demonstrates the effectiveness on the end goal – the task-based accuracy for the classification of lung nodules. Without any machine learning techniques, and a very limited dataset (only 38 scans), the method was quite successful, failing on only 4.9% of the test set. [5] describes the development of an automatic method for the segmentation of 3-Dimensional CT reconstructions. It introduces optimal (dynamic) thresholding and used dynamic programming to identify anterior and posterior junction lines. The paper provides a useful in-depth statistical analysis of the results that will be very useful when informing the assessment of the results of this thesis. Both [4] and [5] were relatively successful, without the use of a data-driven approach. Deterministic methods can thus contribute significantly to the end-to-end system developed here.

Data-driven Models

Modern papers are increasingly focused on the development of data-driven, machine learning models. [2] compares the use of pre-trained deep-learning image models with training from scratch for several medical imaging modalities and datasets. The results showed that the pre-trained models usually outperformed those built from scratch, particularly when the training dataset decreased in size. Deep and shallow fine-tuning was also compared, and overall, the paper shows just how useful pre-trained models can be when combined and trained with task-specific data. [6] is an example of a 3D network architecture used for lung nodule detection, similar to the popular U-net architecture [9]. [6] also discusses and compares other popular machine learning architectures and tools (including the pre-trained models mentioned in [2] used for lung functional analysis. The 3D type of architecture in [6], being popular and current, will be relevantly applied in this study. Furthermore, [6] provides a valuable, robust statistical argument to base our assessment from.

Dose and Image Quality

The dose vs image quality tradeoff is another significant aspect of study in Computed Tomography and Medical Imaging research. As described in [7] and [8], higher doses are linked to higher image quality, but also more risk to the patient, while low doses are better for the patient, but result in much more noise. The ALARA principle (As Low As Reasonably Achievable) describes the goal of gaining as much information as possible with as low radiation dose as possible. [7] details the sources and effects of image quality issues in low dose Computed Tomography as well as the effect of CT exposure on humans. Understanding the physical aspects of this relationship is necessary for the accurate simulation of low dose imaging in this thesis. [8] provides an alternative perspective, providing a more practical description of how CT scanner dose settings (included in the CT DICOM file headers) affect patients medically and the effective dose patients experience as a result. The nuances of CTDI, Effective Dose and Radiation Energy transfer is described, clarifying the concept of “low dose”. Furthermore, [8] details several metrics that are used to describe CT image quality, including Contrast-to-Noise Ratio (CNR) which is not mentioned in [7]. The description and effects of this tradeoff thus justifies the need to improve the modelling of low dose CT images.

**Dose-related Noise and Denoising**

Introduction

There are several ways to categorize the variety of denoising methods that have been researched with CT imaging in mind. In this paper, these have been broadly divided into 1) Projection-domain techniques, 2) Traditional Post-processing techniques and 3) Deep Learning (DL) techniques. Since many publications have investigated denoising methods, three reviews [10, 11, 12] were used to frame the discussion of denoising, with more detail being provided on several important denoising algorithms. [10] focusses on medical image noise and denoising in general, describing several modalities, including computed tomography. [11] provides a more in-depth survey of traditional CT image denoising techniques. [12] is also primarily on CT image denoising, however is more focused on Deep Learning approaches and relevant issues. All three reviews at least briefly mention the traditional denoising methods, and image quality and denoising metrics.

[11] broadly describes four types of noise present in CT scans. These include random noise, statistical noise (also known as quantum noise), electronic noise and roundoff errors. As described in [10], quantum noise results from statistical fluctuations of the X-ray quanta. [11] explains that as more quanta are detected in a measurement, the accuracy of the measurement is increased. To reduce the effects of this, one can increase the X-ray dose, thereby increasing the number of detected X-ray quanta. With dose-related noise in mind, this paper will focus on this statistical noise. The noise distribution present in CT images varies depending on several factors including the type of machine and the reconstruction algorithm used [11] and can be accurately modelled as Poisson or Additive Gaussian white noise (in the case of multi-detector CT scanners). In general, it can be modelled using a Gaussian distribution [10,11,12], thanks to an application of the Central Limit Theorem [14].

[10] provides describes four major requirements of a good denoising algorithm to be the preservation of edges, the maintaining of structural similarity, low complexity (computationally efficient) and not relying too heavily on prior databases. Over time, and for different applications, denoising algorithms achieve these to different degrees. The following section describes some of the most popular and prominent methods.

Projection-domain techniques

As described in [10, 11], CT images are taken by rotating X-ray emitter and detector pairs around a subject. The resulting measurements produce a sinogram consisting of stacked histograms of detected X-ray values for each angle around a patient. The physical process is similar to a radon transform, and through a process called back-projection, the spatial domain image is retrieved with the inverse radon transform. Projection-domain techniques are those that are applied in the Sinogram domain to suppress noise. Without the use of any processing before back-projection is applied, image is often blurry. Filtered Back-projection [15] was the first solution to this, which involved taking the two-dimensional discrete fourier transform of the sinogram and applying a ramp high-pass filter to it to remove the blur. From there, Iterative Reconstruction (IR) methods were developed [16], including Compressed Sensing [10]. IR essentially extends FBP by applying it as an iterative algorithm. It produces better quality images, particularly in cases with low-dose and/or sparse data. Understanding the algorithms in this step are useful in understanding where the output images come from and how noise propagates through several steps before being produced in the CT image.

Traditional post-processing techniques

Traditional post-processing techniques include a variety of deterministic algorithms applied to the CT image in the spatial domain (once the inverse radon transform has been applied to the sinogram). Traditional smoothing filters smoothing filters typically update a pixel’s intensity value to be a weighted average of just the surrounding pixel intensities. Non-local Means (NLM) [17] however, computes every pixel as a weighted average of the pixels in the entire image. Each weight is calculated based on the statistical similarity and L2 distance between the given pixel’s surrounding “neighborhood” window and the other pixel’s surrounding “neighborhood” window. The result is efficient and effective denoising while preserving important clinical information [11]. NLM has the drawbacks of discarding small details and requiring a high operation time. To deal with this, the Total Variation (TV) method, originally described in [18] was developed. It works by minimizing the “Total Variation” function of the image, smoothing out noise, but maintaining edges by using a regularization term. With time, the method was further developed and improved upon [11]. Principles of NLM have been incorporated into TV in the probabilistic NLTV (PNLTV) method, which result in keeping the fine details unchanged, but keeping the denoised images sharp and smooth.

The wavelet transform [19] is a useful tool in CT image denoising. The wavelet-based denoising method essentially works by first choosing an appropriate wavelet basis, applying the wavelet transform on the imaging, performing denoising by estimating the noise variance and applying thresholding, and finally applying the inverse wavelet transform to obtain the noise-suppressed image [11]. Thresholding refers to the operation of updating wavelet coefficients where their values are below a certain threshold. Several papers papers have improved upon the method [11]. Advances include dynamic adjustments and estimations to thresholding and algorithms that define how the given thresholds apply. According to [11], Block-matching and 3D filtering (BM3D) is the “current state of the art algorithm for denoising images corrupted by Additive White Gaussian noise (AWGN)” which is particularly relevant as most CT image noise is modelled by AWGN [10]. BM3D [12, 20] involves two main stages: 1) basic estimation (hard thresholding) and 2) refined estimation (wiener filtering). Stage 1 produces a basic estimate of the denoised image and Stage 2 uses this estimate to inform its result. In both stages, the image is divided into overlapping patches, which are then stacked together into 3D arrays. This is followed by a filtering step. For this step, Stage 1 involves thresholding in the wavelet or DCT domain and Stage 2 applies Wiener filtering using the basic estimation and the original image. Finally, the filtered patches are transformed back to the spatial domain, with overlapping patches averaged to produce the final image.

Deep Learning Techniques

With the increased popularity of Deep Learning (DL) applications in recent years, several DL-based denoising strategies have been developed. An overview of these is provided in [12]. Convolutional Neural Networks (CNNs) are the most popular architecture in DL-based denoising. Making use of both convolutional layers and fully connected layers, they can extract and refine the main anatomical features of CT images and remove noise. CNNs apply non-linear transformations discerning noise from actual patters and build adaptive filters that can separate the critical features from the noise [12]. They work particularly well on high-dimensional data and can produce resulting images of high resolution. [11] and [12] both highlight the popular RED-CNN (Residual Encoder Decoder CNN) [21] and U-NET [9] architectures. Both are set up with encoder-decoder structures using skip-connections. There are two main disadvantages to these types of architectures. Firstly, they require a significant amount of labeled training data, which is difficult to come by due to limited public medical datasets and the challenges with generating well-modelled paired noisy and noise-free images for comparison. Additionally, they are considered “black box” algorithms and can be difficult to interpret.
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